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@triton.jit
def add_kernel(

X_ptr, # *Pointer* to first input vector.
y ptr, # *Pointer* to second input vector.
output_ptr, # *Pointer* to output vector.
n_elements, # Size of the vector.

BLOCK _SIZE: tl.constexpr,

pid = tl.program id()
block start = pid * BLOCK SIZE
offsets = block start + tl.arange(®, BLOCK SIZE)

mask = offsets < n_elements

x = tl.load(x_ptr + offsets, mask=mask)
y = tl.load(y_ptr + offsets, mask=mask)
output = x + Yy

tl.store(output ptr + offsets, output, mask=mask)
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@pypto.frontend. jit
def test softmax(
input: pypto.Tensor((M, N), pypto.DT_FP32),
) -> pypto.Tensor((M, N), pypto.DT_FP32):
pypto.set vec tile shapes(32, 32)

rowmax = pypto.amax(input, -1, True)
sub_res = pypto.sub(input, rowmax)
exp_res = pypto.exp(sub_res)

esum = pypto.sum(exp_res, -1, True)
output = pypto.div(exp_res, esum)

return output
def main():

x = torch.randn((M, N), dtype=torch.float32)
output = test_softmax(x)
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@pypto.frontend.jit B frontend.jit F[MESHEPYPTO REL
def test_softmax(
input: pypto.Tensor((M, N), pypto.DT_FP32),
) -> pypto.Tensor((M, N), pypto.DT_FP32):
pypto.set vec tile shapes(32, 32)

rowmax = pypto.amax(input, -1, True)
sub_res = pypto.sub(input, rowmax)
exp_res = pypto.exp(sub_res)

esum = pypto.sum(exp_res, -1, True)
output = pypto.div(exp_res, esum)

return output
def main():

x = torch.randn((M, N), dtype=torch.float32)
output = test_softmax(x)
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@pypto.frontend.jit
def test softmax(
input: pypto.Tensor((M, N), pypto.DT_FP32),
) -> pypto.Tensor((M, N), pypto.DT_FP32):
pypto.set vec tile shapes(32, 32)

rowmax = pypto.amax(input, -1, True)
sub_res = pypto.sub(input, rowmax)
exp_res = pypto.exp(sub_res)

esum = pypto.sum(exp_res, -1, True)
output = pypto.div(exp_res, esum)

return output
def main():

x = torch.randn((M, N), dtype=torch.float32)
output = test_softmax(x)
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@pypto.frontend.jit
def test_softmax(
input: pypto.Tensor((M, N), pypto.DT_FP32),
) -> pypto.Tensor((M, N), pypto.DT_FP32):
pypto.set vec tile shapes(32, 32)

rowmax = pypto.amax(input, -1, True)
sub_res = pypto.sub(input, rowmax)
exp_res = pypto.exp(sub_res)

esum = pypto.sum(exp_res, -1, True)
output = pypto.div(exp_res, esum)

return output
def main():

x = torch.randn((M, N), dtype=torch.float32)
output = test_softmax(x)
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@pypto.frontend.jit
def test_softmax(
input: pypto.Tensor((M, N), pypto.DT_FP32),
) -> pypto.Tensor((M, N), pypto.DT_FP32):
pypto.set vec tile shapes(32, 32)

rowmax = pypto.amax(input, -1, True)
sub_res = pypto.sub(input, rowmax)
exp_res = pypto.exp(sub_res)

esum = pypto.sum(exp_res, -1, True)
output = pypto.div(exp_res, esum)

return output
def main():

x = torch.randn((M, N), dtype=torch.float32)
output = test_softmax(x)
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@pypto.frontend.jit
def test_softmax(
input: pypto.Tensor((M, N), pypto.DT_FP32),
) -> pypto.Tensor((M, N), pypto.DT_FP32):
pypto.set vec tile shapes(32, 32)

rowmax = pypto.amax(input, -1, True)
sub_res = pypto.sub(input, rowmax)
exp_res = pypto.exp(sub_res)

esum = pypto.sum(exp_res, -1, True)
output = pypto.div(exp_res, esum)

return output

def main():
x = torch.randn((M, N), dtype=torch.float32)

output = test_softmax(x) B4FZOEEB, BE4¥1F torch Tensor
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@pypto.frontend. jit
def test_ softmax(
input: pypto.Tensor((M, N), pypto.DT_FP32),
) -> pypto.Tensor((M, N), pypto.DT_FP32):
pypto.set vec tile shapes(32, 32)

rowmax = pypto.amax(input, -1, True)
pypto.sub(input, rowmax)

sub_res

exp_res = pypto.exp(sub_res)
esum = pypto.sum(exp_res, -1, True)

output = pypto.div(exp_res, esum)
return output
def main():

x = torch.randn((M, N), dtype=torch.float32)
output = test_softmax(x)
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@pypto.frontend. jit // Load
def test softmax( TLoad(ubTensor_0, gmTensor_1, ..);
input: pypto.Tensor((M, N), pypto.DT_FP32), set_flag(PIPE_MTE2, PIPE_V, EVENT_IDO);

) -> pypto.Tensor((M, N), pypto.DT FP32):

pypto.set_vec_tile shapes(32, 32) // Compute
wait flag(PIPE_MTE2, PIPE_V, EVENT_IDO);
U 1% -
TPairMax(ubTensor_2, ubTensor_ 0, ubTensor_1);

rowmax = pypto.amax(input, -1, True)
TSub(ubTensor_3, ubTensor_©, ubTensor_2);

sub_res = pypto.sub(input, rowmax)
’ TExp(ubTensor_3, ubTensor_3);

exp_res = pypto.exp(sub_res)
esum = pypto.sum(exp_res, -1, True)

, set flag(PIPE_V, PIPE_MTE3, EVENT_IDO);
output = pypto.div(exp_res, esum)

// Write back
return output wait flag(PIPE_V, PIPE MTE3, EVENT_ID@);
TStore(gmTensor, ubTensor, ..);
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